Constraint-set Satisfiability for Overloading

Carlos Camarao
Univ. Fed. de Minas Gerais,
DCC-ICEX
Belo Horizonte 31270-010, Brasil

camarao@dcc.ufmg.br

ABSTRACT

This article discusses the problem of constraint-set satisfi-
ability (CS-SAT) — that is, the problem of determining
whether a given constraint-set is satisfiable in a given typing
context — in the context of systems with support for over-
loading and parametric polymorphism. The paper reviews
previous works on constraint-set satisfiability, showing that
overloading policies used in order to guarantee decidability
of CS-SAT have been generally too restrictive. An algo-
rithm is proposed that does not impose a severe restriction
on possible overloadings and decides CS-SAT in an expect-
edly vast majority of cases of practical interest. In cases for
which satisfiability cannot be decided, a configurable limit
on the number of iterations is used in order to guarantee
termination.

1. INTRODUCTION

A language or type system that supports overloading and
parametric polymorphism — a combination which we prefer
to call constrained polymorphism, instead of the more usual
term ad-hoc polymorphism — makes use of an overloading
policy to restrict overloading, in order to obtain a balance
between performing type inference (or type checking) in a
reasonably efficient way, on one hand, and considering as
valid a large set of programs that make use of overload-
ing, on the other hand. Some early type systems adopted
a rather simple context-independent overloading policy [17,
22], which restricts overloading so that each overloaded func-
tion f must be such that, for each application of f to an ex-
pression e, the decision of which function to be applied can
be determined according to the type of e. With context-
dependent overloading, on the other hand, this decision can
be made by considering the (program) context where the
application of f to e occurs.

A context-independent overloading policy is adopted nowa-

days in several mainstream programming languages, like e.g.
C++ and Java, for methods defined in the same class (that

PPDP Verona, ltaly, August 24 - 26, 2004

Lucilia Figueiredo
Univ. Federal de Ouro Preto,
DECOM-ICEB
Ouro Preto 35400-000, Brasil

lucilia@dcc.ufmg.br

Cristiano Vasconcellos
Pontificia Univ. Catolica do
Parana, DI-CCET
Curitiba 80215-901, Brasil

damiani@ppgia.pucpr.br

is, disregarding the fact that dynamic binding of names
to methods can be seen as a form of overloading resolu-
tion). While such an approach enables simple solutions
to problems related to overloading (overloading resolution
in particular), it is rather restrictive. For example, con-
stant symbols cannot be overloaded, neither can a func-
tion name such as read, with definitions having types that
are instances of the polymorphic type Va. String — a. A
context-dependent overloading policy, on the other hand,
allows such definitions. For example, the type of read in
Az. read x == "a string" can be determined to be String —
String.

Many type systems for overloading have adopted a less re-
strictive, context-dependent overloading policy. These in-
clude system CT [1], Haskell’s type classes [21, 13, 10] and
other related systems [33, 2, 27, 14, 7, 5, 9, 8, 25, 28|.
The constraint-set satisfiability problem (CS-SAT) is to de-
termine, given a constraint-set x and a typing context I,
whether £ is satisfiable in I". It is an important problem in
these systems, for which there is no known widely accepted
solution. In this paper we present an algorithm for the solu-
tion of CS-SAT, without imposing a restrictive overloading
policy.

The paper is organized as follows. Section 2 gives an in-
formal overview of system CT, a type system designed for
the support of constrained polymorphism. Section 3 intro-
duces basic notations and terminology, including definitions
of what constitutes an overloading policy and when a set of
assumptions is considered as a typing context. CS-SAT is
defined in Section 4. Section 5 reviews overloading policies.
Our solution is presented in Section 6. Section 7 presents a
significant optimization for checking constraint-set satisfia-
bility. Section 8 concludes.

Due to space reasons, we cannot discuss in this paper sev-
eral other important topics related to overloading, such as
constraint-set simplification and ambiguity, and in particu-
lar we only include an informal description of type system
CT.

2. OVERVIEW OF SYSTEM CT

Type system CT is an extension of the Damas-Milner type
system [3] for the support of overloading. We assume a set
of types of terms of a language that is basically core-ML [18,
3, 19, 20] extended with the possibility of introducing over-
loaded definitions. Thus, typing contexts may have more



than one assumption for the same variable, and the set of
assumptions for a variable may be extended in let-bindings.

Types of expressions are constrained polymorphic types. A
set of constraints  is a (possibly empty) set of pairs o : T,
where o0 is an overloaded name and 7 is a simple type; a con-
strained polymorphic type is written as Vag. ....Van. k. T,
where n > 0 and «; is a type variable, for i =1,... n.

A typing context I' is formed by a finite number of type
assumptions z : o, where z is a name (or symbol) and o is
a constrained polymorphic type. An overloaded symbol has
more than one type assumption in I'. The set of valid type
assumptions for an overloaded symbol in a typing context is
defined by an overloading policy, as discussed in Sections 3
and 5.

The principal type of an expression e, in a given typing con-
text T', is a minimal (or the least, if we consider types to
be equivalent up to a proper renaming of type variables)
type that is general enough to represent the set of all types
that can be derived for e in I'. The types represented by
the principal type of an expression are called its instances.
The principal type of an overloaded symbol o is obtained
by quantifying over the type variables of the least common
generalization (lcg) of the set of types in assumptions for
o in I'. The use of lcg is fundamental for the computation
of unique principal types, while allowing typing contexts to
be stepwisely extended with overloaded definitions. The use
of lcg in the type system should not be surprising, given
that principal means minimal and general enough to rep-
resent the set of all derivable types. Related type systems
that do not (need to) use leg either have principal types
of overloaded symbols fixed a priori, in a global typing con-
text (cf. e.g. [21, 13, 22, 9]), or introduce “multiple principal
types” [26, 27].

For any simple types 7, 7" and any substitution S, let 7 <g 7’
hold if S(r) = 7/, and let 7 < 7" hold if there exists S such
that 7 <s 7’. Let also 7 <g T hold, for some set of simple
types T, if 7 <g 7/, for all 7 € T. Analogously, let 7 < T
hold if there exists S such that 7 <g T holds. lcg(7,T)
is defined to hold if 7 < T holds and, whenever 7/ < T,
we have that 77 < 7.! A function that computes a least
common generalization of a set of simple (non-quantified)
types is given in Section 3.

Ezample 1. Consider that the assumptions for (==) in a
typing context called I'(--) are:

(==) : Int — Int — Bool
(==) : Float — Float — Bool

The following types can be derived for (==) in this typing
context:

1< can be extended to a partial order on all polymorphic
constrained types, for which quantification is antimonotonic,
that is, if 7 < 7/ then ¢’ < o (read: ¢ is more general than
o'), where o and o’ are obtained by quantifying all type
variables in 7 and 7', respectively.

(==) : Int — Int — Bool
(==) : Float — Float — Bool
(==) :Va.{(==) : a — a — Bool}.a — a — Bool

It can
T = T —

The last one is the principal type of (==) in I'(-).
be instantiated to types of the form {(==)
Bool}. 7 — 7 — Bool, for which the constraint is satisfiable
in I' — in this particular case, 7 can be either Int or Float
or «, for some type variable . If 7 is Int or Float, the set
of constraints can be simplified to an empty constraint-set
(i.e. the constraints can be removed).

Ezample 2. Consider the following definition of function
ins, that uses (==):

[a]

if a==b then b:z else b:insazx

ms a []
ms a (b:x)

The principal type of a recursive let-binding corresponding
to this definition, obtained by using the least common gen-
eralization of types in the assumptions for (==) in I'-, is
the following:

Va.{(==) : a = a — Bool}.a — [a] — [a]

In a typing context with a type assumption for ins cor-
responding to this definition, in addition to the type as-
sumptions in ['--, this type tells us that ins can be used
in any context where an expression of type {(==) : 7 —
T — Bool}. 7 — [r] — [7] can be used, if constraint-set
{(==) : 7 — 7 — Bool} is satisfiable in this typing context.
Additional definitions of (==) can be visible in this con-
text, as for example a definition of (==) with type Char —
Char — Bool and, in this case, ins could also be used with
type Char — [Char] — [Char].

Functions may also be overloaded to operate over distinct
type constructors, as in the following example.

Ezample 3. We assume in this example distinct defini-
tions of function ins, corresponding to operations for insert-
ing elements in lists and trees, originating the following type
assumptions:

ins : Va.{(==) : a — a — Bool}.a — [a] — [a],
ins : Va.{(==) : a — a — Bool}.a — Tree a — Tree a

In a typing context containing these assumptions, say ['ins,
the following type can be derived for ins (where ¢ is a con-
structor variable):

Va.Ve. {ins:a —ca—ca}.a—ca—ca



Note that this type does not explicitly contain a constraint
on (==). This constraint is automatically recovered from
the constraints on types of the assumptions for ins in i,
therefore implicitly creating a hierarchy of dependencies be-
tween overloaded symbols.

A new definition of an overloaded symbol must not neces-
sarily have a type that is an instance of the least common
generalization of types given by previous definitions. In-
stead, any new definition may imply the assignment of a
more general type than that computed according to previ-
ous definitions. This is illustrated by the following example.

FEzample 4. Consider that we also want to overload ins
with definitions that take a comparison operator as an ar-
gument, operating on ordered lists and trees and originating
the following type assumptions, additionally to those in I'ips
of Example 3:

ins : Va.(a — a — Bool) — a — [a] — [a]
ins : Va. (a — a — Bool) — a — Tree a — Tree a

The type derived for ins, in a typing context also including
these assumptions, is shown below:

Va.Vb.Ve. {ins:a —b—ct.a—b—c

a b c

a = ld - [a]

a — Treea — Tree a
a — a — Bool — a — [a] — [d]
a— a— Bool — a —  Treea — Treea

leg(a, {a,a,a — a — Bool,a — a — Bool})
leg(b, {[a], Tree a, a,a})
leg(c, {[a], Tree a,[a] — [a], Tree a — Tree a})

3. NOTATION

Types have the following context-free syntax:

DEFINITION 1.

Simple Types 7 =:=C1i...7n| aT1...7n (n>0)
Constraints k u={o:7}| kUK
Types o u=7|k.T|Va.o

Meta-variables «, 3, a, b and ¢ are used for type and con-
structor variables. We assume that there is a given set of
type constructors.

We use Va. k. 7 as an abbreviation for Vay. - - - Va,. k. 7, for
some n > 0. Similarly, .7 denotes {m.ﬁ}i:l””, for some
n > 0, and analogously for 7, & etc. We assume that
Va.0.r = Va.r.

We assume, for simplicity, that term variables (x € X) are
divided into let-bound (o € O) and lambda-bound (u € U).

Meta-variable A is used to denote a set of type assumptions,
for which it is assumed that if x € A and x € U then o = 7,
for some simple type 7. For any set of type assumptions
A= {z;:0;}="", we define dom(A) = {z;}"=!". Letting
{z : 0;}*=1™ be the (possibly empty) set of all assumptions
for z in A, we define A(z) = {o;}*=""™.

The set of free type variables of type o is defined as usual
and denoted by tv(c). tv(k) and tv(A) are defined simi-
larly, taking into account the types occurring in x and A,
respectively. We use tv(ti,...,tn) as an abbreviation for
to(t1) U...Utv(t,). Type o is called closed if tv(o) = 0.

An overloading policy, denoted by meta-variable p, is a pred-
icate on a set of type assumptions that specifies whether
A(z) is a valid set of types of definitions of x, for each sym-
bol z. In this paper we use the following.

DEFINITION 2  (TYPING CONTEXT). A set of type assump-
tions A is a typing context if p(A) holds, for some overload-
ing policy p.

unify(E) is assumed to give the most general unifying sub-
stitution for the set of pairs of type expressions F, usually
written as a set of type equations [23]. A definition of unify
can be given as usual (see e.g. [20, page 774]).

A substitution S is a function from type or constructor vari-
ables to simple types or type constructors, respectively. The
identity substitution is denoted by id. As usual, o denotes
function composition. So represents the capture-free? oper-
ation of substituting S(a) for each free occurrence of type
variable o in 0. This operation is extended to constraints
and typing contexts in the usual manner, and juxtaposi-
tion is right-associative, so that, for example, S S’ o de-
notes S(S’(c)). We define dom(S) = {a | S(a) # a}. For
ease of notation, it will be often convenient to use a finite
mapping notation for substitutions. In this case, we write
S = {(aj — 7;)}’="™ to denote the substitution such that
dom(S) = {a;}’="™ and S(aj) =75, for j=1,...,m.

For any function f, f 1 {a; — Ti}’:l“’f denotes the function
f’ such that f'(z) = f(z), if x & {a;}*="", and f'(a:) = T,
fori=1,...,n. We define: o[r/a] = (id { {oo — 7})0.

We define that inst(o, k. 7) holds if o = Va. x'. 7" and k.7 =
(x'.7")[7/a&], for some 7. Analogously, gen(x. T, o) is defined
to hold if o = Vf. k. 7[3/a], for some 3, and & = tv(k.T).
We also use ®. 7 to denote any generalisation of x. 7, i.e. any
member of {o | gen(x.7,0)}. Similarly for &, that is, letting
k={oi: Ti}i: “™ we have that & = {o; : T:i}izl"", and &
can also be written as {||lo1 : 71,...,0n : 0|}

A function that computes a least common generalization of
a set of simple types is given in Figure 1.

For ease of notation, we make a simplification and consider
lcg as a function over a set of types, by choosing an arbitrary

2The operation of applying substitution S to ¢ is capture-
free if tv(So) = tw(S(tv(o))), where application of substi-

tution S to a set of type variables {a;}'='"" is given by

{S(an) =t



leg(T)y =71
leg' ({7}, 8) = (,9)

leg{vm ..ty V1l oo Ti 1, S) =

else o7 ...

where (1,8) = leg' (T, 0), for some S

if S(a)=Wwm1...Tn, V' 71...7),) for some o then (a,S5) else
if n#m then (o/,ST{a'— (vri...7n, V' 71...7),)}) where o is a fresh type variable
" _ (V7 S)
7n Where  (vo, So) = (o, St{a (v,1')}) otherwise, where « is fresh
(r!',8:) = leg’ {mi, 7 }=1 ", 821), fori=1,...,n

leg'({r1, 72} UT,S) =lecg'({r,7'},S’) where (,S50)
T/7S/) = lc.g/(T7 SO)

ifv=1v

=lcg ({1, 72},S)

Figure 1: Least common generalization of a set of types

representative of the equivalence class of types that are least
common generalizations of {r;}*="" where 7 is equivalent
to 7 if they are equal except for renaming of fresh type
variables. Meta-variable v is used to denote a type or a
constructor variable.

An extra parameter is used in the definition of lcg’ so that,
for example, the least common generalization of the set of
types {oa — B1 — a1, a2 — B2 — a2} is a — 3 — a, for
some fresh type variables o, 8 (and not, say, o — 8 — o).

We also need a definition of lcg between a set of types and
a set of sets of types, defined as follows. Let {r;}'="" <g
{{Tij}izl“n}jzl“m hold if S7; = Tijs for 1 = 1,...,n,j =
1,...,m,and {r;}"="" < {{m;}*="""}¥=1™ hold whenever
{r}=" <s {{r; =5 "}="" holds, for some S.?

leg({m: Y= {{r; }=1"}=2™) is defined to hold when-
ever the following conditions hold:

1. {Ti}izl"n S {{Tij}izl"n}jzl”m;

2. for any set of types {r]}=1" such that {r/}='"
{{r;}=1 =™ we have that 7/ < 7, for i
1,...,n.

[ IA

Letting S be a set of substitutions, NS denotes any substitu-
tion R such that, for all «, leg(R(c), {S(a) | S € S}) holds.

4. CONSTRAINT-SET SATISFIABILITY

Informally speaking, the occurrence of a constraint-set s
in the principal type of an expression e indicates that it is
possible for this expression to occur in some context, as a
subexpression of another expression, whose principal type
has none of the constraints in x, because the use of e in
this context has enabled overloading of all symbols in s to

3Note that, for {r;}'="" < {{r;}*="""}=1™ to hold,
it is not sufficient that 7, < 7;; holds, for all ¢ =
1,...,n,7=1,...,m. For example, {a — o, a} £ {{Int —
Int, Bool}, {Int — Int, C’har}}, although @ — o < Int —
Int, o < Bool, a« — «a < Int — Int and a < Char hold.

be resolved. This elimination of constraints can occur when
the types of overloaded symbols in x have been instantiated
in such a way that it is possible to determine which of the
definitions of each overloaded symbol should be used for the
evaluation of e.

It should be noted that it is possible for constraints o; : 7,
i=1,...,n,in a constraint-set , to be separately satisfiable
in a given typing context I', whereas x is not. Consider:

Ezample 5. LetT'v ={ f:Int — Int, f: Float — Float,
o: Char, o : Bool}

Constraints f : « — « and o : « are both satisfiable in I'y,
when considered separately, whereas k1 = {f : @« — «a,0: a}
is not.

Geoffrey Smith and Dennis Volpano have examined the CS-
SAT problem [26, 32, 27, 30, 31], stated as whether, given a
constraint set k and a typing context I', there exists a sub-
stitution S such that I' - Sk is provable (Smith and Volpano
have examined the CS-SAT problem for global overloading,
as we also do in this paper). For any k, the provability of
T' I k is defined as equivalent to the provability of I' -z : T,
for all x : 7 € k. For arbitraries I' and k, CS-SAT has been
shown to be undecidable [26, 32].

As pointed out by Mark Jones [13], a definition of CS-SAT
should be independent on provability in a type system. In
his work, typability is separated from so-called predicate
entailment (which in our case means constraint-set satisfia-
bility). Mark Jones did not, however, fully considered the
question of constraint-set satisfiability, only examining the
problem in general terms, in [15].

We give below a revised definition of CS-SAT that is inde-
pendent on provability in a type system, being given only
in terms of the given inputs, namely a set of constraints
and a set of type assumptions. This may help in reason-
ing about the problem and in establishing connections with
other problems. Let (where 2" denotes the powerset of T):



DEFINITION 3

{{Oi . O'ij}i:1“n}j:1“m g 21"

(CONSTRANT-SET SATISFIABILITY).

fori=1,...,n,5=1,...,m: inst(ki;.Tij, 0ij)
forj=1,....m: ' E U Kij
i=1..n

ng({Ti}iZIHn, {{Tij}i:1“n}j:1“m)
T ': {Oi . Ti}i:l..n

(sat)

The proof system “works nicely for recursive constraints”.
For example, to prove satisfiability of constraint-set {(==) :
[[¢]] — [@] — Bool} in I'(--y of Example 1 — that is, to
show that I'—-y = {(==) : [a] — [a] — Bool} is provable,
we take lcg({[a] — [a] — Bool},{{[a] — [a] — Bool}})
and prove satisfiability of {(==) : @ — a — DBool} in
') — {Va.{(==).a¢ = a — Bool.[a] — [a] — Bool}, by
taking leg({a — o — Bool}, {{Int — Int — Bool, Float —
Float — Bool}}).*

If {o; : 7, }"=1™ = ), rule (sat) is (vacuously) equivalent to
the axiom I' = (.

We can now give:

DEFINITION 4 (CS-SAT). The CS-SAT problem is to
determine, given a typing context I' and a constraint-set k,
whether or not I' |= K is provable.

Ezample 6. Let T'e = { f: Int — Int, f: Int — Float,
f : Float — Float }

According to rule (sat), constraints {f : Int — Int}, {f :
Int — B}, {f : Int — Float}, {f : a« — B} and {f : Float —
Float} are satisfiable in T't, but not, for example, constraint
{f : Float — (3}, because this type is not a least common
generalization of simple types in assumptions for f in I'¢
(reflecting the fact that if f is used in a program context
represented by I's in an expression where its argument has
type Float, then its result must be of type Float).

4A closed world approach to overloading, as supported by
system CT, is such that:

1. Any definition of a variable x cannot be placed in a
context where there exists no definition of an over-
loaded variable used in the definition of x. System
CT could be extended to support also an open world
approach for overloading, but such an extension is out-
side the scope of this paper. Without such an exten-
sion, a definition of, say, (==) for lists is not typable
if placed in a context where there exists no definition
for (==) for the list elements.

2. If a definition of a variable x that uses another vari-
able y is placed in a context where there exists a sin-
gle definition of y, then the type of x has no con-
straint on y. Here, again, this is not the case if sup-
port for treating y as in an open world is provided.
Note, however, the special case of a recursive defini-
tion, where y = z. For example, a recursive definition
of (==) for lists that is placed in a context in which
there exists a single distinct definition of (==) for,
say, integers, would have a polymorphic type (namely
Va. {(==) : a—a— Bool}. [a] — [a] — Bool).

Example 7. Consider I' =T's UT,; UTo, UT,, where I's
is as in Example 6 and

s, = {o1 : Bool, o1 : Char}
o, = {02 : Float, 0z : Char}
Toy = {03 : Int, o3 : Float}

Constraint-sets {o1: a}, {o2:a}, {os:a} and {f:a — £}
are satisfiable in I'. We have also that:

1. a constraint-set {f : 7, o1 : 7'} is satisfiable in T only
if tv(7) Ntv(r') = 0;

2. {f: Float — Float, 02 : Float} is the only constraint-
set of the form {f : 7' — 7, 02 : 7'} satisfiable in T.
In system CT, overloading is said to be resolved for
any satisfiable constraint with an empty set of type
variables. This constraint can be “removed” from the
constraint-set in which it appears.

3. all constraint-sets of the form {f : 7/ — 7, 03 : 7'}
satisfiable in I' are (up to renaming of type variables «
and 3): {f:Int — Int, o3:Int}, {f:Int — Float, o3:
Int}, {f: Float — Float, o3: Float}, {f:Int — B3, 03:
Int} and {f:a — 3, 03:a}.

Ezample 8. Consider now I' =Tt UT',, UT';, where:

Ie={ g:Va.{f:a— a}. [o] = [q],
g:Va.{f:a— a}. Tree « — Tree a,

02 :VB.{o1: B}.16] }

Ie E{g:]a] — [a], 02 : [@]} cannot be proved, since this
involves proving I'y = {f:a1 — a1, 01 : aq} (for some fresh
type variable a), which cannot be proved because there is
no T € 28V gych that leg({a1 — a1, a1}, T) holds.

5. ¢s-sAT AND OVERLOADING POLICIES

Without any restrictions on the assumption set, CS-SAT
has been shown to be undecidable[26, 32]. Type systems for
overloading have explored since then a number of overload-
ing policies with restrictions on types of overloaded symbols.
We discuss some of these policies below.

Let global overloading in a set of type assumptions A be

characterized by:®

DEFINITION 5.

global(A) = ((0: 0) € A and #A(0) > 1 imply tv(c) = 0)

5In fact, the overloading policy given by global is slightly
more general than what we should expect from the name
“global overloading”, since global allows overloaded defini-
tions to occur in inner scopes, as long as their types do not
contain free (lambda-bound) type variables.



Global context-independent overloading (as defined for ex-
ample in System O[22], and also in languages like C++ for
methods defined in a single class) can be characterized by
the context-independent overloading policy defined by:

pei(A) holds if global(A) holds and ( ({o:0, 0:0"} C A,

c=Va.k.CT—r1,0 =Va'.k.C'7 — 1

(for some 7,7, k, k', C,C") and ¢’ # o) imply C # C")

Early work on context-dependent overloading (e.g. [17, 33])

did not consider the problem of constraint-set satisfiability.

As a consequence, expressions with non-satisfiable constraint-
sets could be well-typed. For example, True + True is well-

typed in [33], in a program context where + is overloaded for

integers and floating-point numbers but not for booleans.

In [26, 27], an overloading policy called overloading by con-
structors was proposed, defined by:

i=1l..n

poc(A) holds if A(o) = {Var,..

implies (70 < {r}=*", for some 79 s.t. tv(r) = {a}

,,Oéini.lii.’Ti}

(for a single type variable «) and, for i =1,...,n:
L ki = {o:molai/a] | af € {ai;} 1"}
2. 7, = 10[Ci a1 -+ - i, /@], for some C;, and

3. Ci;éC'j,forallje{l,...,n},j;éi>

I'--y of Example 1 is a typing context according to poc, but
I's of Example 6 and I'ips of Example 3 are not.

With poc, CS-SAT has been shown in [32] to be solvable in
polynomial time. This overloading policy is, however, very
restrictive. It disallows, in particular, any constrained type
with more than one element in the constraint set, like in:

Ezample 9. poc disallows the overloadings in:

Iv={ +:Int — Int — Int, +: Float — Float — Float,
*: Int — Int — Int, *: Float — Float — Float,

* :Va{+:a—a—ao*:a—a—al.
Matriz o — Matriz o — Matriz o }

The (single parameter) overloading policy used in Haskell,
less restrictive than poc, can be defined as follows:

pu(A) holds if o € O implies that A(o) is of the form
{Vai, iy, ki (T[Cicsy iy, /o)} =" and, if n > 1

1. tv(7) = a, for a single type variable «

2. Ci;éCj,forz';éj

3. (0 : ') € ki1 < i < n, implies tv(7') = {a'} C
{oviy 0y,

In [24], Helmut Seidl proved, using the type system of Tobias
Nipkow and Christian Prehofer[21], that CS-SAT is EXP-
TIME complete for Haskell typing contexts. In [31], Dennis
Volpano proved the same, using Geoffrey Smith’s type sys-
tem [26].

Example 9 was presented by Volpano [30] as a motivation
for making a less restrictive proposal, called parametric over-
loading. Let us define also, for any set of types {o;}* =",
where o; = Va;. k;. 7, that leg(T, {oi}izl“") holds if it holds
that leg(r, {m:}"=""™). The overloading policy p, in Vol-
pano’s parametric overloading can be defined inductively as
follows:

1. py(0) holds;

2. po(A) holds if A(z) = {Vevi, . ... iy, ki 7} =" > 1,
implies:

(a) leg(r, {m:}"="") holds, for some 7 such that tv(r) =
{a}, for a single type variable «, and, for i =
1,...,7’L7 Ti = T[Ol iy ...aini/a];

(b) for all 4,4' € {1,...,n}, C; # Cy if i # i, and
(o :7') € k; implies that lcg(7’, A(0)) holds, for
some 7' such that tv(7’) = {a’}, for a single type
variable o’

3. no mutual-recursion occurs in constraint-sets. More
precisely, let o depend on o' in A if there exists o :
Va. k.7 in A such that (o' : 7') € K, for some 7'.
The condition of non-mutual recursion in constraint-
sets requires the transitive closure of this dependency
relation to be antisymmetric.

Volpano’s parametric overloading is still restrictive. It disal-
lows, for example, overloaded definitions whose types have a
least common generalisation with more than one type vari-
able. Volpano has shown in [30] that C'S-SAT for parametric
overloading is NP-hard.

System CT’s overloading policy pc: (Definition 8 below) re-
laxes restrictions imposed on types of overloaded symbols.
Although CS-SAT is undecidable under system CT’s over-
loading policy, we present in the next section an algorithm
that is expected to decide C'S-SAT in a vast majority of cases
of practical interest. In cases where satisfiability cannot be
decided, the algorithm terminates by using a configurable
limit on the number of performed iterations.

DEFINITION 6  (WELL-FORMED TYPING CONTEXT). Let
wfd(A) hold if, for all (0 :Va.k.T) € A, we have that A |= k
is provable.



DEFINITION 7 (NON-OVERLAPPING OVERLOADINGS).

nonQverlapping(A) = (o € 0,{0,0'} C A(0),0’ # o,
o=Va.k.1,0 =Va'. k.7 tv(@)Ntv(a') =0

implies unify({T = 7'}) fails )

6

DEFINITION 8  (SYSTEM CT’S OVERLOADING POLICY).

pet(A) = (global(A) and nonOverlapping(A) and wfd(A))

Ezample 10. Consider:”

Ay ={o:Int, o:Float, o:Va.{o:a}.[a]}

A; ={o:Int, o: Float, o:Va.{one:a}.a}

As ={o:Int, o: Float, o:Va.{o:][a]}.[a]}

As ={ o:Int, o: Float, o:Va.{t:[[a]]}.]a],
t:Int, t:Float, t:Va.{o:a}.[a]}

As ={o:Int —Int, o:Va,b.{o:a—0b}.[a] > b}

As ={o:Int, o:Va.{o:a}.[d]}
We have:
[ Ai | pee(Ai) | Reason |
Ai | true A E{o:a}
Az | false | not nonOverlapping(Az)
As | false As o [d]
Ag | false Ag et [[a]]
As | false AsEo:a—b
Ag | true As =o:a

6. c¢s-sa7: ASOLUTION

Function sat (Figure 3) tests satisfiability of a constraint-
set k in a given typing context I'. sat(k,I") either fails or
gives a substitution S such that T' = Sk is provable® and,
furthermore, for any S’ such that T' = S’k is provable, there
exists a substitution R such that S’ = Ro S (see Theorem 1
below). The substitution returned by sat is used, in system
CT’s type inference algorithm, to infer principal typings, by
application of this substitution and constraint-set simplifi-
cation (a process called improvement in e.g. [13, 15]).

6System CT could be modified to allow overlapping overload-
ings (by introducing a mechanism of choice between overlap-
ping definitions), as in e.g. Haskell, but this has been left for
future work and is not discussed in this paper.

"The basic idea for obtaining a proof of satisfiability of a
constraint o : 7 is to find a subset of assumptions of o
in the relevant typing context with instances of type, say,
0:Va;.ki. T, for t = 1,...,n, such that the least common
generalisation of {Ti}lzl“” yields 7 and each k; is itself sat-
isfiable in this typing context.

8We do not require instead that ST |= Sk holds because we
are considering only global overloading in this paper.

The test of satisfiability of a constraint-set £ = {o; : Ti}izl“"
in a typing context I" requires determining, firstly, the largest
set of assumptions {o0; :V&;.k;. T{}izl“” in I" such that there
exists a substitution that unifies each 7; with 7/ . We call
this the sat-set of k in I'. It is the first component given by
function satset, defined in Figure 2 (the second component
is the most general unifying substitution).

Secondly, for x to be satisfiable in I', there must exist, for
each 0; : 7; € K, i =1,...,n, at least one (0; : k. 7') in the
sat-set of k in ' such that x is itself satisfiable in I". For
example, k = {(==) : [C] — [C] — Bool} is not satisfiable
in IM'ins (Example 3), for any parameterless type constructor
C distinct from Int and Float, because {(==) : C — C —
Bool} is itself not satisfiable in I'ips.

sat(r,T) is given by sats(k, T, 5, (), where 5 is a positive in-
teger constant, chosen as a limit on the number of recursive
calls for which satisfiability cannot be otherwise decided (as
9

explained below).” The last parameter in sats(x, T, s, k'),
initially the empty set, contains generalizations of constraints
which have already been tested for satisfiability (in a par-
ticular branch of the tree of recursive calls to sats).

A call to sats({o; : 7.}~ T, ¢, K) such that satset({(o; :
Ti7Fi)}i:1”" = {({os : mj.nj}i:l”",Sj)}jzl"m originates
m (possibly zero) recursive calls to sats, one for each value
of j € {1,...,m}. sats tests whether there exist, in these re-
cursive calls, so-called downward and, if not, looping occur-
rences of constraints, as explained by means of an example
below. If there is a looping occurrence in some constraint-
set kj, sats calls itself (to test satisfiability of this looping
constraint) on a proper subset of the original typing context
I". This is also explained in the following.

Relations defining downward and looping occurrences are
defined in Figure 4. Additional notation used in the defini-
tion of sats is given below:

R1® kK2 = 1URs
I'ek=I-k&k

Ezample 11. Consider assumption set Ag = {o : Int, o :
Va.{o : a}.[a]} of Example 10, and sats({o : a}, As, 7, 0).
We have that

satset({o: a},As) ={ ({o: Int},{a — Int}),
({o:{o:a'}lal} {a—[a']}) }

where a’ is a fresh type variable. Constraint-set {o : a’}
must then be tested for satisfiability, by a recursive call to
sats.

Since {0 : a’} < 0, the recursive call to sats is given by:

9Formally, s should be an additional parameter in the def-
inition of sat, but we allow ourselves a bit of informality
here.



satset (D)
satset({o: 7},T)

(0,id)}
({o:k.7'},8) | o:Va. k.7 €T, antv(r) =10,
unify({r =7'}) = S}

=1
= {

satset({o: T} UK, T) =
let {({o: ki.7i},8:)} =" = satset({o:7},T)
{(Tyj, Sij) =t = satset({o: Sit|o: 17 €k}, T), fori =1..n
in {(F” @] {O L Ri. Ti}, Sij o Si)}izl“n’jzl”mi’

Figure 2: satset

sat (k,T) = sats({r,T, »,0)

sats(0,T, »,K) = id
sats ({oi : Ti}i:L‘",F,%,?) =
let {({01 . lii]‘-Ti]‘}i:1“n, Sj)}]:l..m _ satSEt({(Oi . Ti)}i:L‘",F)
in if m =0 then fail else
let forj=1,...,m:
ki = Ui, 0 Sikis,
(Ly,56) =
if k; <R (downward occurrence) then (T, ) else
if < k; (looping occurrence) then (I'© {o;: kij.Tij}
if >0 then (I',sx—1) else fail
ﬁ:() — E@ {07; . Ti}i:l..n
S = {SJ’ 0S5 | S = sats(k;, Ty, %j,/i:o)}JZI”m
in if S=0 then fail else (S

i=l.n ) else

Figure 3: sat

k' <k = (3(o:7) € &’ such that T < k(0))
T<@holds, T<{r'}=(r=7 or7<7), T<T=(r<{r'}, for some 7’ €T)

(Cri...m) = (C'7i...7,) = (C #C" or 7 = 7],for some i€ {1,...,n})
7 = 7' does not hold, otherwise

<k = (3(o:7)ER such that 7 < k(o)) (0:7)ER=(0:

7 <T= (37" €T such that 7 < 7')

Figure 4: Relations on constraints and types




sats({o: a'}, As, 2, {0 : a|[})

where {0 : a} is marked to have already been tested (and
{llo : a|} =Va.{o: a}.a). satset({o: a’}, As) is analogous.
But now, in the recursive call to sats, we have (no downward
but) a looping occurrence, given by {|o : a|[} < {o: a’}. The
next recursive call becomes then:

sats({o: a"}, Ag, {0 : all})

where Ag = A¢ — {Va.{o: a}.[a]}.

We have that satset(o : a”, Ag) = {(o : Int,{a" — Int)}
and thus that sats({o: a"}, Ag, s, {||lo : a|}) = {a” — Int}.
Using this, we have, in the call to sats({o : a’}, As, 5, {|o :
al}), that

S = {{a’ — Int, a' — [Int]}}

This gives NS = {a’ — a}, where « is a fresh type variable.
Thus, in the call to sats({o: a}, A, ,0), we have that

S = {{a— Int, {a— [o]}}

giving NS = {a — o'}, for some fresh type variable o'.

In situations where there are no no downward nor looping
occurrences, a predefined limit on the number of recursive
calls to sats is decremented, until zero, thus guaranteeing
termination. This is illustrated in the following.'°

Ezample 12. Let I' = { o : Int — Bool,
o : Char — Int,
0:Va,b.{o:a— b}.T? a — b}

where T% a is used as abbreviation for the simple type given
by T (T ...(T a)) with ¢ occurrences of T. Let k = {o :
a — T a}. Then sat(k,I") loops forever if a limit s is not
used (the limit is placed on the number of recursive calls
to sat for which the parameters yield neither looping nor
downward occurrences):

sat(k,T)

= sats(k, T, 3¢,0)})

=sats({(0: a1 — T3a1,T,5c — 1,%)}) o S1
where S1 = {a— T2ay,b; — T3a1}

=sats({(0: a2z — T?a2, T, — 2,RU{|o: a1 — T?a1|}})

0 Sy05]

where So = {a1 — T?ag, by — T5a2}

= ... (loops if test on s is not used)

10The example was presented to us by Martin Sulzmann.

However, for all cases that would cause sats to loop forever
if a test on s was not used, a type error will be correctly
reported, since the constraint-set is not satisfiable (see theo-
rem 3). On the other hand, with the introduction of the test,
there can exist satisfiable constraints for which the test on s
incorrectly reports failure, as demonstrated in the following.

FEzxzample 13. We consider an instance of the Post Cor-
respondence Problem (PCP) presented in [32]. A similar
one appears in [26], but involves overlapping assumptions,
and the given set of assumptions is thus not considered
(by nonOverlapping) as a valid typing context (according
to pet). Typing context I', and constraint-set xp given be-
low are such that kp is satisfiable in I'y if and only if its
solution to the corresponding instance of PCP (constructed
as given in [32]) exists. Typing context I'; is as follows:

(Ci—Co—C)— (Cy - Co—C1 —C)— C
(Co—Ci—-Ci—C)— (Ci = C1—C) = Cy
(Ci—-Co—C1 —-C)— (Co—C1 —C)— Cs
Va,b.{p:a—b— c}.

(Ci — Co—a)— (C1 = Cy— Cy —b) — (C] —c)
Va,b,c.{p:a—b— c}.

(Co—C1 —C1 —a)— (C1 — C1 —b)— (C5 —c)
p: Va,b.{p:a—b—c}.

(Ct - Co—C1—a)— (Co—CyL —b)— (Cz —c)}

kTR

i)

where C,Cy,C1,C] and C4 are unary type constructors.

Let kp = {p: a — a — b}. We have that sat(kp, ;) fails if,
but only if, » < 1, since:

satset({(p:a —a— bTp)}) ={({p: k. 7},9)}

where

k.t={p:a1 — b —c1}.(Ci = Co— ar) —
(Cr = Co— CrL— b)) — (C] — 1)}
S:{(a1|—>01 —>bl,b»—>(C{—>cl),
a— (C1 — Cy— Cq —>b1))}

and the recursive call to sats is

sats({(p : (Cl - bl) - bl - clvFPv %717 {”p ra—a— b”})})

This involves the computation of

satset({(p: (C1 — b1) — b1 — c1,Tp)})

which gives



{ (p:(C1—>Co—>Cl—>C)—>(CO—>CI—>C)_’C§751)7
(p:{p:az—b2—c2}. (C1 —»Co—Ci1—az)—
(Co — C1 — b2) — (C — ¢2), S2) }

where: S1 = idt {(by — Co — C1 — C,c1 — C%)} and
Sy =idt{(az — ba, by — Co — C1 — by, c1 — (C3 — c2))}.

The first of these results causes a recursive call to sats with
an empty constraint-set, which yields the identity substi-
tution. The second involves a recursive call to sats given
by:

sats({(p:bgﬁbge(:z, Iy —{p:Va,b.{p:a—b—c}
(Ct — Co — C1 — a) — (Co — C1 — b) — (C5 — c)},
%=14lpia—a—bp:(Ci—b)—b—all )})

This also succeeds. The final result is given by

ﬂ{SoSl oid,S o S20S5301d}

where S5 = {az — C1 — b3, bo — C1 — Cy — C1 —
bs, ca — C1 — c3}.

For any value ¢, we can find a satisfiable constraint x¢ such
that sat(ke, ') fails with s = £. For example, if £ = 3x =1,
we can take ke = {p: (Co — C1 — a) —» (C1 - C1 — a) —
b); if £ = 3 = 2, we can take ke = {p: (Co — C1 — C1 —
Co—C1y—a)— (C1 — Cy — C1 — C1 — a) —b), and so
on.

Function sat satisfies the following (proofs can be found in

[4]):

THEOREM 1 (CORRECTNESS OF sat). For any set of as-
sumptions I' such that pet(T) holds and any constraint-set k,
if sat (k,T) = S, for some S, then T' = Sk is provable and,
furthermore, for any S’ such that T |= S’k is provable, there
exists R such that ' = Ro S.

THEOREM 2  (sat ALWAYS TERMINATES). For any set of
assumptions I' such that pe (L) holds and any constraint-set
K, either sat(k,T) fails or sat(k,T') =S, for some S.

Although sat is not complete (with respect to CS-SAT),
that is, although failure of sat (k,I") does not imply that
there exists no S such that I' = Sk is provable (see Example
13), we have:

THEOREM 3. For any set of assumptions T such that pe (T)
holds and any constraint-set k, if sat(k, ) fails with » = £
(for some £) and there exists S such that I |= Sk is prov-
able, then there exist £’ > £ and S’ such that sat(k,T) = S’
if =4, and ' = Ro S, for some R.

7 (0) =0
#({o: 7} Uk) =let K=(k) in
if 3 k' € K such that tv(7) Ntv(x') # 0
then K— {s'}U{x'U{o:7}}
else KU{{o:7}}

Figure 5: Constraint-set projections

sat(k,T) = sat'(k,T, 5,0)
sat'(k,T,5,Ro) =S10820---8,
where {r;}=1" = #(k)
S; = sats(k;, T, 5, Fo)

Figure 6: Satisfiability of projections

7. OPTIMIZATION

The verification of satisfiability of a constraint-set x in a
typing context I' can be “optimized” by noting that con-
straints with types that have no type variables in common
can be tested separately. Figure 5 defines so-called projec-
tions of constraint-set s, which are the subsets of constraints
in kK whose types have at least one common type variable.
A projection can be seen as an automatically derived set of
“functionally dependent” constraints. Figure 6 contains a
definition of sat(k,I") based on the composition of substitu-
tions given by computing sat separately for each projection
of k. The definition of sats is changed to call sat’ instead of
making a direct recursive call to sats.

It is not difficult to see that the size of the sat-set of a
constraint-set {o; : Ti}izl“” is, in the worst case, s1 X -+ X
Sn, where s; is the size of the sat-set of the constraint o; :
T;. Worst cases occur when each constraint represents an
independent projection. For a simple example, consider:

I' = {o1 : Int, 01 : Bool, o1 : Char, oz : Int, o2 : Float}

Then satset({o1 : a, o2 : b},T") returns a sat-set that is a
combination of all elements in the sat-set given by satset({o1 :
a},T') = {o1 : Int, o1 : Bool, o1 : Char} with all elements
in the sat-set given by satset({oz2 : a},I') = {o2 : Int, o2 :
Float}. This combination is fruitless in the case of indepen-
dent projections like {01 : a} and {o2 : b}, and is avoided by
computing sats({o1 : a},I") and sats({o2 : b},T") separately,
and just composing the obtained substitutions.

8. CONCLUSION

This article has addressed the problem of constraint-set sat-
isfiability, in the presence of context-dependent overload-
ing and parametric polymorphism. An algorithm is pre-
sented that uses a finite sequence of unifications to perform
constraint-set satisfiability, and does not require the use of a
restrictive overloading policy. The article has also reviewed



some related works on constraint-set satisfiability and over-
loading policies.

Related recent works that seek a foundation for the support
of constrained polymorphism include Martin Sulzmann’s [28],
based on the explicit use of constraint handling rules, and
Bart Demoen, Marfa de la Banda and Peter Stuckey’s [6],
based on the transformation of constraint-set satisfiability
into resolution in constraint logic programs.

A prototype of a type inference algorithm is available at
http://www.dcc.ufmg.br/~damiani/CT/CT.zip. The examples
presented in this paper (and many others) have been tested
with this prototype and are included in this file. The pro-
totype includes a parser (based on Parsec’s monadic parser
combinators [12]) for a language that is basically core-Haskell
without type classes and with support for overloading as de-
scribed in this paper. The implementation is an adaptation
of a type inference algorithm written by Mark Jones [16]
and, essentially, it performs type inference allowing mutu-
ally dependent definitions and polymorphic recursion [29,
11], followed by constraint-set satisfiability, using the algo-
rithm described in this paper, improvement (application of
the substitution returned by sat followed by constraint-set
simplification) and ambiguity checking.
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